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Abstract

This tutorial reviews the design of common meaning representations, SoTA models for predicting meaning representations, and the applications of meaning representations in a wide range of downstream NLP tasks and real-world applications. Reporting by a diverse team of NLP researchers from academia and industry with extensive experience in designing, building and using meaning representations, our tutorial has three components: (1) an introduction to common meaning representations, including basic concepts and design challenges; (2) a review of SoTA methods on building models for meaning representations; and (3) an overview of applications of meaning representations in downstream NLP tasks and real-world applications. We propose a cutting-edge, full-day tutorial for all stakeholders in the AI community, including NLP researchers, domain-specific practitioners, and students.

1. Introduction

This tutorial aims to introduce the NLP community to an emerging research area that has the potential to create linguistic resources and build computational models that provide critical components for interpretable and controllable NLP systems. While large language models have shown remarkable ability to generate fluent and mostly coherent text, the blackbox nature of these models makes it difficult to know where to tweak these models to fix errors or at least anticipate errors if they cannot easily be fixed. For instance, LLMs are known to hallucinate and generate factually incorrect answers when prompted as there is no mechanism in these models to constrain them to only provide factually correct answers. Addressing this issue requires that first of all the models have access to a body of verifiable facts, and then when generating answers to prompts or queries, do not alter them materially to make the answers factually incorrect. Interpretability and controllability in NLP systems are critical in high-stake application scenarios such as the health domain where AI systems are used as medical assistants.

In the past few decades, there has been a steady accumulation of semantically annotated resources that are increasingly richer in representation. As these resources become available, steady progress has been made in developing computational models that can automatically parse unstructured text into these semantic representations with increasing accuracy. These models have reached a level of accuracy that makes them useful in practical applications. For example, these models have been used in information extraction, where entities and relations are extracted from unstructured text. It is now conceivable that these models can be used to extract verifiable facts at scale to build controllable and interpretable systems that can produce factual correct answers. These rich semantic representations are also needed in human-robot interaction (HRI) systems to facilitate on-the-fly grounding so that the robot can establish connections with its surroundings and interact with them in a meaningful way. These meaning representations are easily translated into logical representations to support logical reasoning that LLMs often struggle with, or they can be used to develop NLP systems for low-resource languages where there is insufficient data to train LLMs, but the richness in semantic representation can to some extent make up for the lack of quantity. This tutorial will provide an overview of these semantic representations, the computational models that are trained on them, as well as the practical applications built with these representations. We will also delve into future directions for this line of research and examine how these meaning representations might be used to build interpretable and controllable applications, used in human-robot interaction scenarios, and low-resource settings.

2. Target audience

This tutorial welcomes all stakeholders in the NLP community, including NLP researchers, domain-specific practitioners, and students. Our tutorial presumes no prior knowledge on the core concepts of meaning representation. However, a basic understanding of NLP, machine learning (especially, deep learning) concepts may be helpful. We intend to introduce the necessary concepts related to meaning representation during the introductory section of the tutorial.

In this tutorial, attendees will

- Develop fluency in core concepts of common meaning representations, state-of-the-art mod-
els for producing these meaning representations, and potential use cases.
• Gain insights into the practical benefits and challenges around leveraging meaning representations for downstream applications.
• Discuss and reflect on open questions related to meaning representations.

3. Outline

3.1. Background

In this tutorial, we primarily discuss one thread of meaning representations that encompasses the Proposition Bank (PropBank) (Palmer et al., 2005), Abstract Meaning Representations (AMR) (Banarescu et al., 2013) as well as Uniform Meaning Representations (UMR) (Gysel et al., 2021), a recent extension to AMR, but will situate our discussion with a comparison with related meaning representations. We will discuss the representations themselves, as well as the latest semantic role labeling (SRL) and AMR parsing techniques using these representations, and overview applications of these meaning representations to practical natural language applications.

The proposed tutorial is organized as follows:

I. Introduction (15 minutes) This section provides a high-level overview of the evolution of common meaning representation, discussing key concepts, unique challenges and examples of applications.

II. Common Meaning Representations (150 minutes) This section provides an in-depth review of three common meaning representation – PropBank, Abstract Meaning Representation, and Uniform Meaning Representation. It also provides a brief overview of other common meaning representations and a comparison between these meaning representations. Concretely, we will organize this section as follows:

• PropBank
  • An intuitive introduction of Propbank-style semantic roles
  • Defining predicate-specific semantic roles in frame files
  • Semantic roles for complicated predicates
  • Relation of propbank-style semantic roles to FrameNet and VerbNet semantic roles

• Abstract Meaning Representation (AMR)
  This section discusses different aspects of AMR, and covers how AMR represents word senses, semantic roles, named entity types, date entity types, and relations.
  • Format and basics
  • Some details and design decisions

• Multi-sentence AMRs
• Relation to other formalisms

• Uniform Meaning Representation (UMR)
  This section overviews Uniform Meaning Representations, and discusses how UMR builds on AMR and extends it to cross-lingual settings.
  • Sentence-level representations of UMR: aspect, person, number, and quantification scope
  • Document-level representations: temporal and modal dependencies, coreference
  • Cross-lingual applicability of UMR.
  • UMR-Writer: tool for annotating UMRs

• Other Related Meaning Representations
  This section provides a brief overview of other common meaning representations such as MRS, Tectogrammatical Representation used in the Prague Dependency Treebanks (PDT), etc.
  • Discourse Representation Structures (annotations in Groening Meaning Bank and Parallel Meaning Bank)
  • Minimal Recursion Semantics
  • Universal Conceptual Cognitive Annotation
  • Prague Semantic Dependencies (Tectogrammatical annotation of syntax and semantics in the PDT-style treebanks)

• Comparison of Meaning Representations
  This section presents a qualitative comparison of the three meaning representations on their commonalities and differences.
  • Alignment to text / compositionality
  • Logical and executable forms
  • Lexicon and ontology differences
  • Task-specific representations
  • Discourse-level representations

• Building Meaning Representation Datasets
  This section discusses the general approaches, challenges, and emerging trend in building datasets for meaning representations.

III. Modeling Meaning Representation (100 minutes) This section discusses computational models for SRL and AMR parsing, from early approaches to current end-to-end SoTA methods.

• Semantic role labeling
• AMR parsing
• AMR generation
IV. Applying Meaning Representation (75 minutes)

This section shares applications of the meaning representations for a wide range of tasks from information extraction to question answering. This section also discusses how the differences in these meaning representations impact the choice of which one(s) to use for which downstream tasks.

- Applications of Meaning Representations
- Case Studies

V. Open Questions and Future Directions (15 minutes)

The final section concludes the tutorial by raising open research questions about the representation, modeling and application of meaning representations in NLP and how they could complement LLMs.

4. Diversity considerations

Representing languages of the world. We devote considerable time to discuss the meaning representation for low-resource languages, which tend to have distinct linguistic properties that have previously received little attention. This contributes to greater fairness in the field.

Diversity of the team. This tutorial is to be given by a team of researchers from six different institutions across academia and industry, both junior instructors (including 1 assistant professor, 1 advanced PhD student, and 1 junior industry researcher) and researchers with extensive experience in academic and corporate research settings. The team includes creators, modelers, and users of common meaning representations. The team also has a good gender balance (two female and four male instructors).

5. Reading list


6. Presenters

Julia Bonn is an advanced PhD student in Linguistics and Cognitive Science at the University of Colorado, Boulder. During her last 14 years as a Senior Research Assistant at CLEAR, she has been a long term contributor to PropBank and the PropBank Roleset Lexicon, Verbnet, AMR, and UMR. She is also the developer of SpatialAMR, an extension to AMR annotation for fine-grained, multimodal annotation of spatially-rich corpora. Her research interests center on bringing multimodality and pragmatics into cross-lingual meaning representations, and development of lexical resources for these applications with a special focus on how such resources can be designed to better serve polysynthetic languages.

Jan Hajič is the director of the large research infrastructure for Language Resources, Digital Hu-
manities and Arts LINDAT/CLARIAH-CZ, which is part of the EU’s CLARIN, DARIAH and EHRI networks. He is also the vice-director of the Institute of Formal and Applied Linguistics at Charles University, Prague, Czech Republic. His interests span morphology and part-of-speech tagging of inflective languages, machine translation, deep language understanding, and the application of statistical machine learning in NLP. His work experience includes both industrial research (IBM Research Yorktown Heights, NY, USA, in 1991-1993) and academia (Charles University in Prague, Czech Republic and Johns Hopkins University, Baltimore, MD, USA, 1999-2000, adjunct position at University of Colorado, USA, 2017-2025). He has published more than 200 conference and journal papers, a book and book chapters, encyclopedia and handbook entries. He regularly teaches both regular courses as well as tutorials and lectures at various international training schools. He has been the PI or Co-PI of numerous international as well as large national grants and projects (EU and NSF). He is the chair of the Executive Board of META-NET, European research network in Language Technology, as well as a member of several other international boards and committees.

**Jeffrey Flanigan** is an Assistant Professor in the Computer Science and Engineering Department at University of California Santa Cruz. His research includes semantic parsing and generation, question answering, and using semantic representations in downstream applications such as summarization and machine translation. Previously he has given a tutorial in AMR at NAACL 2015, and a tutorial on Meaning Representations at EMNLP 2022. He has served as a senior area chair for CoNLL in 2022.

**Ishan Jindal** is a Staff Research Scientist with IBM Research - Almaden. He got his PhD degree in Electrical Engineering from Wayne State University, Michigan. His research interest lies at the intersection of Machine Learning (Deep Learning) and Natural Language Processing (NLP), with a particular focus on multilingual shallow semantic parsing and model analysis for enterprise use cases and their applications in various NLP downstream applications. His work has been published in top-tier conferences including ICASSP, EMNLP, NAACL, ICDM, ISIT, Big Data, and LREC. He has served as an area chair PC member in many conferences (e.g., ACL, EMNLP, NAACL, EACL, and AAAI) and journals (e.g., TNNLS and TACL).

**Yunyao Li** is the Head of Machine Learning at Apple Knowledge Platform. She was a Distinguished Research Staff Member and Senior Research Manager with IBM Research. She is particularly known for her work in scalable NLP, enterprise search, and database usability. She was an IBM Master Inventor. Her technical contributions have been recognized by prestigious awards on a regular basis, such as IBM Corporate Technical Award (2022), IBM Outstanding Research Achievement Awards (2021, 2020, 2019), ISWC Best Demo Award (2020), and YWCA’s Tribute to Women Award (2019), among others. She is a member of inaugural New Voices Program of the American National Academies and represented US young scientists at World Laureates Forum Young Scientists Forum in 2019. Regularly organizes conferences, workshops, and panels at top AI conferences and served on prestigious program committees, editorial board and review panels. She is an ACM Distinguished Member and an elected member of the North American Chapter of the Association for Computational Linguistics (NAACL) Executive Board (2023-2024).

**Nianwen Xue** is a Professor in the Computer Science Department and the Language & Linguistics Program at Brandeis University. His core research interests include developing linguistic corpora annotated with syntactic, semantic, and discourse structures, as well as machine learning approaches to syntactic, semantic, and discourse parsing. He is an action editor for Computational Linguistics and currently serves on the editorial boards of Language Resources and Evaluation (LRE). He also served as the editor-in-chief of the ACM Transactions on Asian and Low-Resource Language Information Processing (TALLIP) from 2016 to 2019, and has frequently served as area chairs for ACL, EMNLP, and COLING. He is the program co-chair of the 2024 Joint International Conference on Computational Linguistics, Language Resources and Evaluation.

### 7. Other information
We expect that there will be 100-150 attendees for the tutorial. As there is a combined LREC-COLING conference, the exact number will be hard to predict.

### 8. Ethics Statement
Infusing meaning representations into NLP models are shown to be effective in injecting knowledge into such models. As such, meaning representations allow deep understanding of languages and, identify more nuanced instances of ethics concerns (e.g., biases). Furthermore, meaning representations allow the building of fully interpretable yet effective models. We hope that this tutorial helps the audience to develop a deeper appreciation for such topics and equips them with powerful tools to mitigate recent concerns that have arisen with NLP models with regard to explainability and bias.
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